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It is shown that in the framework of the stochastic interpretation of quantum mechanics it is always possible to determine correct real positive transition probabilities that can be added together to obtain the quantum interference patterns. The implication of this fact on the possibility that quantum micro-objects follow trajectories in space and time is discussed. A derivation is given of a path integral formula yielding these transition probabilities.

It is usual to say that quantum mechanics rules out the possibility of speaking of particle trajectories in space and time. A way to show this is to remark that, as recently confirmed [1] (and contrary to classical particles) quantum micro-objects individually interfere in a two-slit experiment: a fact that immediately raises the question (negatively answered in the usual Copenhagen interpretation) if particles travel, or not, in real space and time. Since there is today a number of theories [2,3] inherently based on the idea of particle trajectories, which extensively simulate the quantum results, all this discussion must be up-dated. In order to do this, in the framework of one of these theories [3], let us briefly summarize the origin of the Copenhagen no go statement.

If a quantum system obeys the Schrödinger equation

\[ i\hbar \frac{\partial \psi(r, t)}{\partial t} = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(r, t) \right) \psi(r, t) \]

and if \( K(r, t; r', t') \) with \( t > t' \) denotes the corresponding Green function, we know that the wavefunction

\[ \psi(r, t) = \int \mathbb{R}^3 K(r, t; r', t') \psi_i(r') \, d^3r' \]  

represents the solution of (1) with the initial condition \( \psi(r, t_i) = \psi_i(r) \). The kernel \( K(r, t; r_i, t_i) \) then denotes a solution of (1) corresponding to the initial condition

\[ \lim_{t_i \to t} \psi(r, t) = \delta^3(r - r_i), \]

while \( |K(r, t; r_i, t_i)|^2 \) represents the probability density at the time \( t \) under the condition in the sense stated by (3), that the particle was in \( r_i \) at the time \( t_i \). The functions \( K \) evidently satisfy the relations \( (t_i > t > t_f) \)

\[ K(r_f, t_f; r_i, t_i) = \int \mathbb{R}^3 K(r_f, t_f; r, t_f) K(r, t_f; r_i, t_i) \, d^3r. \]

Now from relations (2) and (4) it immediately follows that in general

\[ |\psi(r, t)|^2 \neq \int \mathbb{R}^3 |K(r, t; r', t')|^2 |\psi_i(r')|^2 \, d^3r'. \]
Let us now compare relations (5) and (6) with the classical relations
\[ \rho(r, t) = \int P(r, t; r', t_i) \rho_i(r') \, d^3r', \]
\[ P(r_f, t_f; r_1, t_1) = \int P(r_f, t_f; r, t) \, P(r, t; r_1, t_1) \, d^3r, \]
where \( \rho \) and \( P \) are respectively the probability density and the transition probability density of a Markov process; namely the solutions of a Fokker–Planck equation with the initial conditions
\[ \rho(r, t_i) = \rho_i(r), \]
\[ \lim_{t \to t_i} P(r, t; r_1, t_1) = \delta^3(r-r_1). \]

Since these classical equations are seen as an expression of the idea that a Markov process, going from \( r_i \) to \( r_f \), must pass through some of the possible intermediate positions at the intermediate times, the relations (5) and (6) are generally considered as a form of the opposite statement i.e. in quantum mechanics only the complex amplitudes can always be added, as in (2) and (4), but not, in general, the probabilities. More precisely, if a particle travels from \( r_i \) to \( r_f \), we cannot think of it as being somewhere, with a given probability, at intermediate times, unless we verify our statements by measuring the intermediate positions. Indeed since we know that such measurements would change the state of our system (so that (7) and (8) will be verified) a number of quantum effects, like interferences, will be lost. It is clear that in this situation it is very difficult to speak of a trajectory between \( r_i \) and \( r_f \).

Let us illustrate these ideas by means of a simplified two-slit experiment, i.e., suppose we have a screen, with two holes located in \( z_1 \) and \( z_2 \), between a source of particles and a detector in \( r \), and ask for the probability density of the detected particles in the following three situations:

1. hole 1 open, hole 2 closed;
2. hole 1 closed, hole 2 open;
3. hole 1 open, hole 2 open.

From the Green function of the free Schrödinger equation [4] we have
\[ K_0(r, t; r', t') = \left( \frac{m}{2\pi \hbar^2 t-t'} \right)^{3/2} \exp \left( \frac{i m (r-r')^2}{2 \hbar (t-t')} \right) \]
and we can calculate the respective wave functions:
\[ \psi^{(1)}(r, t) = K_0(r, t; r_1, t_1), \quad \psi^{(2)}(r, t) = K_0(r, t; r_2, t_1), \]
\[ \psi^{(1,2)}(r, t) = C_1 K_0(r, t; r_1, t_1) + C_2 K_0(r, t; r_2, t_1), \]
where \( |C_1|^2 + |C_2|^2 = 1 \), and verify that the probabilities do not add, i.e. that
\[ |\psi^{(1,2)}(r, t)|^2 \neq |C_1|^2 |\psi^{(1)}(r, t)|^2 + |C_2|^2 |\psi^{(2)}(r, t)|^2, \]
the difference being in the interference terms. On the other hand, in a classical situation, characterized by the fact that a particle is always coming from one of the two holes even when they are both open, from (7) and since
\[ \rho^{(1)}(r) = \delta^3(r-r_1), \quad \rho^{(2)}(r) = \delta^3(r-r_2), \]
\[ \rho^{(1,2)}(r) = a_1 \delta^3(r-r_1) + a_2 \delta^3(r-r_2), \]
where \( a_1 + a_2 = 1 \), \( a_1 > 0 \), \( a_2 > 0 \), we would have

\[
\rho^{(1)}(r, t) = P(r, t; r_1, t_1), \quad \rho^{(2)}(r, t) = P(r, t; r_2, t_1),
\]

\[
\rho^{(1,2)}(r, t) = a_1 P(r, t; r_1, t_1) + a_2 P(r, t; r_2, t_1) = a_1 \rho^{(1)}(r, t) + a_2 \rho^{(2)}(r, t), \quad (16)
\]

so that probabilities would add. The striking contrast between the two descriptions of the case (1), (2) is the basis of the quantum mechanical rejection of the idea that particles come either from one hole or from the other and, by extension, of the idea that particles follow non-directly observed paths when they travel from \( r_i \) to \( r_f \). As a consequence Feynman’s formula giving the Green functions as a path integral [4], namely

\[
K(r_f, t_f; r_i, t_i) = \int \exp \left( \frac{i}{\hbar} \int_{t_i}^{t_f} \mathcal{L} \left( \frac{dr(t)}{dt}, r(t), t \right) \, dt \right) D[r(t)], \quad (17)
\]

with the usual meaning of the symbols, is only a formal addition of complex amplitudes and not the sum of probabilities for paths and hence cannot be derived along a true probabilistic line of reasoning.

Since we now know that stochastic mechanics [3], i.e. a theory based on the idea that particles follow random trajectories in space and time, can simulate all the known quantum results by means of stochastic processes \( \xi(t) \) which are solutions of stochastic differential equations of the form

\[
d\xi(t) = \nu_+(\xi(t), t) \, dt + d\beta(t), \quad (18)
\]

where \( \beta(t) \) is a Wiener process (with diffusion constant \( \nu = \hbar/2m \)) it is important to point out that there are two different interpretational schemes of (18) leading to completely different results [5]:

(I) We can consider \( \nu_+ \) as a given field and \( \xi(t) \) as a complete description of the state of the system. In this case, which is a stochastic generalization of classical mechanics, we obtain Langevin-type equations and a dissipative dynamics that cannot reproduce the quantum effects.

(II) We can assume that \( \xi(t) \) does not contain all the information about the state of our system, but is only a sort of configurational variable, the rest of the information being stored in the form of \( \nu_+ \) which now is not given, but plays the role of an additional dynamical variable whose values must be determined by means of a variational principle [2]. As we shall now show, this case, which corresponds to stochastic control theory [6], leads directly, by means of a suitable choice of the Lagrangian, to a perfect reproduction of the quantum results.

In this stochastic interpretation, to a quantum system described by (1) we can associate an entire family of processes, one for every state, in the following way: we fix a solution of (1) and then we calculate

\[
\nu_+(r, t) = 2\nu W_{+1}(r, t), \quad (19)
\]

where

\[
W_{+1}(r, t) = \ln \{ R(r, t) \exp[S(r, t)/\hbar] \}, \quad \psi(r, t) = R(r, t) \exp[iS(r, t)/\hbar], \quad (20)
\]

which determines the form of (18). Then we fix the initial condition

\[
\xi(t_1) = \xi_i, \quad (21)
\]

by determining the random variable \( \xi \), from the initial probability density \( |\psi(r, t_1)|^2 \). The unique solution [7] of (20) and (21) will be the process associated to our quantum system in the state \( \psi \). Of course a different \( \psi \) will determine a different process. Note that, since any initial wave function \( \psi_i(r) \) determines \( \psi(r, t), t > t_i \), through (1), we can say that the knowledge of \( \psi_i(r) \) will be enough to determine the process \( \xi(t) \).

The dependence of the process \( \xi(t) \) on the state is also apparent from the remark that, if through (20) we separate (1) into

\[
\partial_t R^2 + \nabla (R^2 \nabla S/m) = 0, \quad (22)
\]

372
\[
\partial_t S + \frac{m}{2} \left( \frac{\nabla S}{m} \right)^2 - \frac{\hbar^2}{2m} \frac{\nabla^2 R}{R} + V = 0,
\]

and then we cast the continuity equation (22) in the form of a forward Fokker–Planck equation for \( p = R^2 \), and \( \nu(\tau) \) given in (19), namely

\[
\partial_t p = -V(p \nabla p) + \nabla^2 p,
\]

we note that \( \nu(\tau) \), and hence the form of relation (24), depends on the solution \( p \), and actually on the complete wave function \( \psi \). Hence also the transition probability densities \( P(r; t; r', t') \), which are solutions of (24) with the initial condition (11), will also depend on the choice of the state \( \psi \). Note that, for a given \( \psi \), \( p \) and \( P \) are different solutions of the same (24) corresponding to the initial conditions (10) and (11). Hence, while \( p \) coincides with \( |\psi|^2 \), \( P \) does not \([2]\).

Let us now rediscuss the two-slit experiment in the light of these remarks. From the wave functions (13) we determine the stochastic processes and the transition probability densities corresponding to every situation by solving (24) with the appropriate form of \( \nu(\tau) \) calculated from (19). We thus get \( P^{(1)}(r; t; r_1, t_1) P^{(2)}(r; t; r_2, t_1) \), and in the case (1,2), \( P^{(1,2)}(r; t; r_1, t_1) \) and \( P^{(1,2)}(r; t; r_2, t_1) \) are different solutions of the same (24) corresponding to the initial conditions (10) and (11). Hence, while \( p \) coincides with \( |\psi|^2 \), \( P \) does not \([2]\).

In order to stress once more the difference between the two points of view, we will show now how, in a stochastic mechanical context, we can calculate all the transition probability densities by means of path integrals. We will thus get an expression similar to (17), but now it will be obtained by superposing real trajectories, in a true probabilistic derivation, so that in general there will be no corresponding quantum calculation made by means of the squaring of a wave function.

To show this let us first remember some well known results \([7,8]\) of the theory of the stochastic processes concerning the attribution of a probability measure to a trajectory space. By definition if \( \eta(t), t \in T = [t_i, t_f] \), is a process on a probability space \( (\Omega, \mathcal{F}, P) \), the set of its trajectories is the set \( \mathbb{R}^3T \) of all functions \( r(\tau) : T \to \mathbb{R}^3 \). If \( \tau = [t_i, ... , t_n], \alpha = A_1 \times ... \times A_n \) with \( t_k \in [t_i, t_f] \), \( A_k \in \mathcal{B}(\mathbb{R}^3) \) for \( K = 1, ... , n \) and

\[
C_{\tau}(A) = \{ r(\tau) : r(t) \in A \} \quad t \in \mathbb{R}, A \in \mathcal{B}(\mathbb{R}^3),
\]

the cylinder sets with an \( n \)-dimensional basis

\[
C_{\tau}(\alpha) = \bigcap_{K=1}^{n} C_{\tauK}(A_K)
\]

are the subsets of \( \mathbb{R}^3T \) containing all the trajectories going through the "three-dimensional windows" \( A_K \) at times \( t_K \). Then if \( \mathcal{B}(\mathbb{R}^3) = \sigma(\mathcal{C}) \) is the minimal \( \sigma \)-algebra containing the set \( \mathcal{C} \) of all the cylinders with a finite dimensional basis, the couple \( (\mathbb{R}^3T, \mathcal{B}(\mathbb{R}^3)) \) will be the measurable space of all the trajectories of an arbitrary
process, namely the trajectory space. On this trajectory space every process $\eta(t)$ induces a probability measure $P_\eta$ which is firstly defined on $\mathcal{C}$ by means of $P$, i.e.

$$P_\eta(C_{R}(a)) = P(\eta(t_1) \in A_1, ..., \eta(r_n) \in A_n),$$

and then extended, by means of additivity and continuity, to $\mathcal{B}(\mathbb{R}^3T)$. Of course every different process will define a different probability on the same trajectory space. For instance the Wiener process $\beta(t)$ of (18), characterized by a transition probability density

$$P_{\beta}(r + \Delta r, t + \Delta t; r, t) = (4\pi \nu \Delta t)^{-3/2} \exp\left[-(\Delta r)^2 / 4\nu \Delta t\right]$$

for $\Delta t > 0,$ (26)
defines on $(\mathbb{R}^3T, \mathcal{B}(\mathbb{R}^3T))$ the well-known Wiener measure $P_{\beta}$ by extension of the following conditional probabilities on $\mathcal{C}$:

$$P_{\beta}(C_{R}(a)|\beta(t_i) = r_i) = \prod_{i=1}^{n} P_{\beta}(r_1, l_1; r_i, l_i) P_{\beta}(r_2, l_2; r_i, l_i) ... P_{\beta}(r_n, l_n; r_{n-1}, l_{n-1}) \, d^3r_1 ... d^3r_n.$$

The other measures that we will consider are defined by the solutions $\xi(t)$ of (18) with the initial condition (21). Of course, for every different $\psi$, or $\nu_{+}$, we will get a different process and hence a different probability $P_{\nu}$ on the trajectory space. In particular the process $\xi_{\nu}(t) = \xi + \beta(t) - \beta(t_i)$, corresponding to a $\nu_{+}$ identically zero, defines a conditional probability coincident with the Wiener measure $P_{\beta}(\mathcal{C})$. Moreover all these probability measures are connected: If $P_1$ and $P_2$ are defined by the solutions $\xi_{\nu_1}(t)$ and $\xi_{\nu_2}(t)$ of (18) corresponding to two different $\nu_{+1}$ and $\nu_{+2}$, but to the same initial condition, a theorem due to Girsanov states that $P_2$ is absolutely continuous with respect to $P_1$ and that, if $\nu_{+2} = \nu_{+1}$, the corresponding Radon derivative takes the form

$$\frac{dP_2}{dP_1}[\xi_{\nu}(\cdot)] = \exp(U[\xi_{\nu}(\cdot)]),$$

(27)

where the functional $U$ is defined by an Ito stochastic integral:

$$U[\xi_{\nu}(\cdot)] = \frac{1}{2\nu} \int_{n}^{\infty} \nu_{+}(\xi(t), t) \cdot d\beta(t) - \frac{1}{4\nu} \int_{n}^{\infty} [\nu_{+}(\xi(t), t)]^2 \, dt.$$  

(28)

When in particular $\xi^{(t)} = \xi_{\nu}(t)$ we have

$$U[\xi_{\nu}(\cdot)] = \frac{1}{2\nu} \int_{n}^{\infty} \nu_{+}(\xi_{\nu}(t), t) \cdot d\beta(t) - \frac{1}{4\nu} \int_{n}^{\infty} [\nu_{+}(\xi_{\nu}(t), t)]^2 \, dt$$

(29)

and the expectation value of an arbitrary random functional $F[\xi(\cdot)]$ can always be calculated by means of the Wiener measure induced on the trajectory space by $\xi_{\nu}(t)$: i.e.

$$E(F[\xi(\cdot)]|\xi_{\nu}) = E(F[\xi_{\nu}(\cdot)] e^{U[\xi_{\nu}(\cdot)]})|\xi_{\nu}).$$

(30)

When $\nu_{+}$ is a gradient, as shown in (19) for stochastic mechanics, the Ito differential formula and the relations (22) and (23) imply a further simplification of (29) containing no Ito integrals [10]:

$$U(\xi_{\nu}(\cdot)) = W_{+}(\xi_{\nu}(t), t_{i}) - W_{+}(\xi_{\nu}(t_{i}), t_{i}) + \frac{1}{\hbar} \int_{n}^{\infty} \left( \frac{\hbar^2 \nu_{+}^2 R}{m^2} - V \right) (\xi_{\nu}(t), t) \, dt.$$ 

(31)

It is possible now to derive, from this classical probabilistic formulation, a path integral expression for the transition probability densities of the stochastic mechanics. If
is the indicator functional of the one-dimensional cylinder \( C_\gamma(A) \) in \( \mathbb{R}^3 \), from (30) we have

\[
\int P(t_\gamma, t_f; r_1, t_f) \, d^3 r_\gamma = P(\xi(t_f) \in A | \xi(t_\gamma) = r_\gamma) = E(J_{\gamma}(\xi(\cdot); t_\gamma) | \xi(t_\gamma) = r_\gamma) = E(J_{\gamma}(\xi(\cdot); t_f) e^{U(\xi(\cdot))} | \xi(t_\gamma) = r_\gamma).
\]

We can now calculate successive approximations of this probability by means of a succession of partitions \( \{t_0, t_1, ..., t_n\} \), with \( t_0 = t_\gamma, t_n = t_f \) and

\[
t_{K+1} - t_K = \frac{t_f - t_\gamma}{n} = \Delta t > 0, \quad K = 0, 1, ..., n - 1, n,
\]

and the corresponding restrictions of the Wiener measure to \( C_\gamma(\alpha) \), \( \tau = \{t_1, ..., t_n\}, a = \mathbb{R}^3 \times \mathbb{R}^3 \times A = \mathbb{R}^{3n} \times A \), so that we have

\[
\int P(t_\gamma, t_f; r_1, t_f) \, d^3 r_\gamma \sim \int P_W(r_1, t_1; r_1, t_f) \, d^3 r_1 ... \int P_W(r_{n-1}, t_{n-1}; r_{n-2}, t_{n-2}) \, d^3 r_{n-1} \times \int P_W(r_f, t_f; r_{n-1}, t_{n-1}) \, d^3 r_f \exp \left[ U^{(n)}(r_1, r_1, ..., r_f) \right] = \int P^{(n)}(r_f, t_f; r_1, t_1) \, d^3 r_f,
\]

where

\[
U^{(n)}(r_1, r_1, ..., r_f) = \frac{1}{2} \sum_{K=0}^{n-1} v(+) (r_K, t_K) \Delta r_K - \frac{1}{4} \sum_{K=0}^{n-1} [v(+) (r_K, t_K)]^2 \Delta t
\]

is the approximation to \( U[r(\cdot)] \) calculated along a path such that \( r(t_K) = r_K; K = 0, 1, ..., n \) \( (r_n = r_0, r_f = r_f) \), and \( \Delta r_K = r_{K+1} - r_K \). Now, from (26) and (32) we have

\[
P^{(n)}(r_f, t_f; r_1, t_1) = \int d^3 r_1 ... \int d^3 r_{n-1} (4\pi \nu \Delta t)^{-3n/2} \exp \left( - \frac{1}{4\nu \Delta t} \sum_{K=0}^{n-1} [\Delta r_K - v(+) (r_K, t_K) \Delta t]^2 \right).
\]

When eventually \( n \to \infty \), we get \( P^{(n)} \to P \) and this statement is condensed in the following path integral,

\[
P(r_f, t_f; r_1, t_1) = \int_{t_\gamma}^{t_f} \exp \left[ - \frac{1}{4\nu} \left( \frac{dr(t)}{dt} - v(+) (r(t), t) \right)^2 \right] D' [r(\cdot)],
\]

whose exact meaning is the fact that \( P \) is the limit of (33) where \( n \to \infty \). The expression (34), derived in a number of papers [9] in a different way, despite a formal analogy with (17), is a true probabilistic statement, as the former derivation shows. Moreover a comparison of (17) and (34) shows also that, as remarked before, while \( K \) is determined only by the dynamics of the system, \( P \) depends on the state through the form of \( v(+) \).

In conclusion we can remark that the existence of quantum interferences can no more be seen as an absolute obstacle to the existence of particle trajectories. This, of course, could be expected since stochastic mechanics simulates the quantum behaviour, but is also essentially based on the idea of trajectories in space and time. In fact we have shown explicitly that it is possible to calculate suitable real positive transition probabilities that can be added together to have the interference pattern. It can thus be said that in a wave function \( \psi \) there is more information than that which can be calculated by means of the usual quantum formulas. For example in (34) we were able to calculate \( P(r_f, t_f; r_1, t_1) \) in a general situation where no quantum mechanical analogs

\[375\]
exist. The particular meaning of this result for the concept of conditional probability in quantum mechanics will be discussed in a subsequent paper.
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